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A bstract. In this PaPCr we descr ilhhe @ mnnber of obst acles ham-
pering the application of planning technology to real-world problems, as
encountered in two real-world planning, projects at JI’1,: MVI? - a plan-
ning system for automat ed generation of image processing procedures;
and 1,MCOA - anintelligent system for assist ance in antenna opera-
tions. IMirst, we describe how existing planning representation must be
cnihanced Lo represent and reason about aspec ts of plans b(’sides goal
achicver nent - resource usage, qual ity, execution time, flex ibility, and
generality. Second, planning systems must be able to fit, inito a wide
range of operational contexts - most planning tasks cannot be com-
pletely automated, therefore a a minimum the plans produced must be
casil Y understaridable and modifiable 1 )y the users. In somne cases the
user must be intimately involved in the plan construction process itself.
Third, planming systems must be able to compare favorably in terms  of
softwarc lifecycle costs to other means of automation such as scripts or
rule-based expert. systems. This means that development. of intelligent
Lools and e1wironments to facilitate knowledge acquisition, valid ation,
and 1 naintenance are of prime importance. We 10D¢ that our description
arid clucidation of these issues will lead to increased work i these areas.

1 1 ntroduction

Why have so few actual planning applications 1een ficlded? In this paper we descrile
three types of issues hindering such e florts - lessons learned from two fielded planming
app lications: an au tomated image processing system (called MVI> - for Multir nigsion
V] CAR 1 lanner) and adecision support system for antenna operations (called LMCOA
- for Link Monitor and Control Operator Assistant). We hope that our description of
these issues will encourage research in these arcas of great importance to fielding real-
world planning systems. We categorize these planning issues into three general classes.
Thefirst set of issues relates to expressiveness of representations for planning knowledge
(such as more expressive action and temporal representations).  Within this issue, we
particularly highlight the importance of representing and reasoning about aspects of a
planother than goal achievement. These measures can be broadly thought of as plan
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quality, bul include evaluation of aspects of the planrclating to: 1how well it achicves
the goal (degree of goal satisfaction), resource utilization, {lexibility, robustness, and
generality. The sccond issue is that a planning system must fit into an overall opera-
tional context. 1 3ccause most problems cannot be fully automated, thereisa  significant
need for a natural mode of interaction between the user and the system - a clear and
convenient division of” labor and control between the user and the system. This means
that most likely the plans produced by a planning system must he easily understand-
able and modifiable by the user.  While most planning systeins produce a plan with
a dependency structure at the tactical level (in terms of causal supports, protections,
ctle. ), explanations a the strategic level arc often required. Insome cases, the user
may need to be intimately involved in aspects of the plan construction process. “J bird,
a critical factor in determining the feasibility of automating a planning application is
the comparison of software lifecycle costs compared to other methods of automation -
such as scripts or rlllc-based systems. ‘Jbus, development of intelligent tools to assist,
in knowledge acquisition | verification, and maintenance are of prime importance. The
rest of thispaper js organized as follows. Scction 2 provides background information
on the MVP and LMCOA applications. Scction 3 describes representational difliculties
encountered inthe MVIT and LMCOA applications. Section 4 describes the difliculties
of integrating a system into the MVP and LMCOA operational contexts. Section §
outlines some of the issues relating to knowledge acquisition, knowledge verification,
and knowledge maintenance relevant to the MVP and |, MCOA applicati ons.

2 The MVP and LMCOA Applications

We begin 1oy providing an overview of the two applications whicli we use to illustrate our
points. We first briefly describe the Multimission VICAR Plannmer application, in which
planning techniques arc used to automatically generate image processing programs {from
user specified image processing goals. We then briefly describe the LMCOA application,
in which an automated reasoning system provides monitor, control, and decision support,
capabilities for operating 1 eep Space Network Antennas.

2.1 MVIP: Aulomated VICAR Image Processing

The Multimission VI CAR Planner (MV]) [Chien 1994a, Chien 1994] system is an Ar-
tificial Intelligence (A1) Planning system, which automatically constructs executable
complex image processing procedures using models 0f the smaller constituent image
processing subprograms in response to image processing requests made to the JPI,
Multimission Image 1 *rocessing Laboratory (MI1PL). ‘3 ‘he MV systemn allows the user
to specify the image processing requireiments in terms of the various types of corrections
required. Given this information, MW’ derives unspecified required processing steps
and determines appropriate image processing programis and paraniclers to achieve the
specified image processing gods.  This information is output as au exccutable image
processing program which can then be executed to fill the processing request,. In the
manual approach, a group of human experts, called analysts, receive written requests
from scientists for image data processed and formatt ed in a certain manner. These
anal ysts then deteriine the relevant data and appropriate image jrrocessing steps re-
quired to produce the requested data and write an iimage processing program in - a
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) [Lavoic et al. 1 989]. Unfortunately, this current1 node of operations is extremely
labor and knowledge intensive.  This task is labor intensive in that constructing the
image processing procedures is a complex, tedious process which can take up to sev-
cral months of eflort. This task is knowledge intensiveinthat it requires substantial
knowledge of iimage processing, specificsof VICAR image processing programs, VICAR
language constructs) and file and database organization and content. VICAR proce-
durc generation is a common task - there arc currently tens of analysts at MIPL alone
whose primary task is to construct these VI CAR prog rams. Many other users at JPL,
and other sites aso write W CAR. scripts, with thetotal user group numbering over
1()(). MV1 ‘2,() is currently operational and available for usc by analysts at J] °1.’s Mul-
timmission Image 1 °rocessing Laboratory (MI]]],). MW *2.() is writtenin C and operates
with a Motif-hased GUIon Sun workstations. For radiometric correction, color triplet
reconstriction, and mosaicking tasks. MW’ reduces effort to produce an initial PDI
for anexpert analyst from1/2 a day to 15 minutes, and it reduces the effort for a
novice analyst fromseveral days to 1 hour. Thus MVI® has achicved roughly a | 5-fold
reduction in the cffort to complete these tasks.

2.2 LMCOA and the Deep Space Network

The Jet I’ropulsion Laloratory manages a world-wide network of antennas /111(‘ Deep
Space Network (1)SN), which is responsible for providing the comniumications 1ink with
a multitude of spacecraft. Operations personnel are responsible for creating and main-
taining the communications link by configuring, the required subsysteins and performing
test and calibration rocedures. This task of creating the communications link, known
asprecalibration, IS a manual and time-consuiming process which requires operator in-
put. of over a hundred control directives and operator monitoring of over a thousand
evenit niessages al ad several dozen displays to deterniine the exccution status of the
system. The existing Link Monitor and Control (1 .MC) system requires the opera-
tor to perform a large amount. of textual keyboard cntrics, to monitor and interpret
a largenumber of messages to determine the state of the systeniand to selectively
cull out relevant In formation from dozens of pre-defined, data-intensive displays. This
results inan environment in which it is diflicult to operate efficiently. The Link Mon-
itor and Control Operator Assistant (1 MCOA) uscs automated operations techniques
which improve gperations ¢ fliciency and reduce precalibration time. The LMCOA is a
knowledge-based prototype systemn that provides scimi-automated monitor and control
functions to support operation of the 1 )SN 70-Meceter antenna at, the Goldstone 1 deep
Space Connmunications Complex (1 )SCC). Iinproved operations is achicved by using a
flexible and powerful procedural representation, by reducing operator keyboard entry
and by hroviding explicit dosed loop communications and control through an expert
system module.  An operational version of the I.MCOA is inusc a a DSN 34-mecter
antenna station at Goldstone, California to perform K a band antenna performance ex-
periments [Hill 1 994]. The current prototype reduces the amount of operator inputs per
antenna track under nominal conditions from about 700 to less than 10. While orig-
inally the general plans used by the LMCOA were developed manually (for example,
the general plan which implements the Ka band antenna performance experiments),
in February 1995 a planming system was demonstrated which automatically generates

1'his namce is somewhat misleading, as VICAR is used to process considerable amounts of non-video
image data suchi as MAGELLAN synthetic aperture radar data.




plans Lased on information describing the track type and the equipment configuration.

3 Representation 1 ssuces

Many of the obstacles hindering application of planning techniques to real-world prob-
lemns can be characterized as representational difficultics. Of the representational issues
wc haveencountered in the LMCOA and MVI' applications, scveral can be attributed
to the general area of representing and reasoning about plan qualit y 2. Other represen-
tation issues include representing complex actions and action effects.

3.1 Representation Issuesin M VI

In the M VP application, an important concern is output image quality. For a planning
systen Lo be able to represent large portions of ananalyst’s expertise, the planner must
he able 1o represent and reason about the effect. of various image transformations on
image quality. For example, one of the most common image processing regquests is for
mosaicking, which is the process of combining a nummber of sinaller images into a larger
image. A {requent situation inmosaicking is that some of the images can be navigated
absolutely - that is to say that some images contain features that make it possible to
exactly align these iinages (this is called absolute navigation ). 1lowever, the remain-
der of the images can only be correctly placed on the outputimage by matching up
points which are believed to be common between them and other images (tiepoints).
This is a more diflicult process known as relative navigation. When performing rela-
tiven avi gation, there are various measures of the confidence of the navigation process
(such as residual errors). When processing these images, in order to produce a high
quality image, the VICAR script mmust take into account the relative weights of align-
ment information from these different sources. Navigation inforination from absolute
navigation should be weighed more than relative navigation infor mation and relative
navigation information is of varying degrees of confidence. Ideally,an expert, image
processing planning system would be able to reason al »out the navigation process and
various mcasures of iimage quality, to determine at runtime the best order in which to
process the images. Inthe best situation, the operator and planrepresentation would
[ e able to explicitly represent these measures of iinage quality and at, run-time execute
the steps to ensure a high quality image. This would 1 equire characterizations of plan
qguality relating to measurable runtime attributes. A sccondary, but also important con-
cern for MV1? is the computational efficiency of the produced plan. If the iimage quality
will Dbe equivalent, there are sometimes different methods of achieving the same image
processing goals 1Hut with different characteristics of computer runtime or disk storage.
U MVP canreason about these types of” costs for plans it will be able to produce plans
which arc more acceptable to the analysts and scientists.

Yor other waork o1 planning and rea-
soning about plan and scledule quality see [Haddawy and Hanls 1993, Williamnson and Hanks 1994,
Perezand Carbonell 1994, Gratchet al. 1 993]. Decision theoretic notions of utility functions also ¢ap-
ture plan and schedule quality metries [1 decision 1994].




3.2 Representation Issucs in LMCOA

The L MCOA uses a temporal dependency network (1 'DN) [Fayyad 1993] to represent
and automate 1 .M C operations procedures. A TDN is a directed graph that incorpo-
rates temporal and behavioral knowledge and  also provides optional and conditional
paths through the network. The directed graph represents the steps required to per-
formn an opcration. 1 ’recedence relationships are specified by the nodes and arcs of
thie Lietworks.  The behavioral knowledge identifies systjenl-static dependencies in the
form of pre- and post-conditions. Temporal knowledge consists of both absolute (eg.
Acquire thespacecraft at timme 02:30:45) and relative (e.g. 1’crform step Y 5minutes
after step X) temporal constraints. Conditional branches in the net work are performed
only under certain conditions. optional paths are those which are not essential to the
opceration, but, for example, may provide a higher level of confidence in the data if per-
formed. Inachnode in the ‘1’1 ON is caled a “block” and contains a sequence of actions
to 1 )¢ performed. ach block also has pre- and post-condition constraints and time tags
associated with it.

Representing and reasoning about plan quality in ‘J 'DNs is a key concernin the L M-
COA application domainin several ways. Iirst, overall execution time to sctup (pre-
calibration) and reset (post-calibration) the communications link subsystems should be
minimized. Reducing this execution time allows more data to be returned per operating
time for the link. IFor instance, it can take up to two hours to manuall y pre-calibrate
a DSN 70-1neter antenna communications link for certain types of missions. Using the
LMCOA, this time can be reduced to approximately thirty minut es, where further re-
ductions in set-ul) time are limited by physical constraints of the subsystems themselves.
Changes in post-calibration can also reduce pre-calibration time for a subsequent, track.
For instance, if afollowing track requests a similar antenna operation to the one heing
currently executed, it may be unnecessary and wasteful to reset inany of the antenna
subsystems.  Since many of the systemn settings will not vary between the two tracks,
reselting these systems will only cause extra time to be spent on recalibration during
the second track. These types of reductions in operations time can save thousands of
dollars cach time precalibration is performed. IFor this reason, plan execution time is a
primary mecasure of plan quality.

1 ’lan exccution time can often be significantly reduced by exploiting parallel path
execution where the control of multiple subsystems is involved.  When developing a
planning system to automatically generate ‘11 INs, we would like the system to reason
aboul plan excecution time as a measure of plan quality. Since there can often be more
than one correct plan for a particular antenna operation, it is important. for a planning
system 1o he able to compare a set of final plans using user identified plan quality
measures. Our planner carrently uses the critical path length of a planto help identify
better plans. Critical path length is calculated using time information attached to a
‘1’1 ON block which specifics the average timeit should take to exccute the block. 1 3y
comparing critical path lengths of competing plans, our planner can choose the plan
which will provide a ninimal plan execution time.

Another measure of plan quality is generality. 01 ic of the missions frequently per-
formed in the LMCOA domain is called the Ka-band Antenna Performance (KKaAP)
experiment. The KaAP TDN is currently implemcent ed for the Oherational LMCOA,;
it IS considered a generalized TN since it represents the many diflerent ways that a
KaAp experiment, can be executed. The support data for a particular KaAl” experiment
identifies a partienlar paih thirongh the TDN. For examn ple | there is a data capture loop




inthe KaAP ‘1’1 )N which allows data to he captured from cither a star or a planct,
thus requirin g different antenna modes. One experiment may specify that data be ac-
quired fromn the following sources insequence: starl, star2, stard. Whereas another
experiiment may specify that data by acquired from:starl, planctl, starl, star2. in
current operations, TDNs are manually generated, verified, and refilled. Because of the
considerable eflort in manually generating, maintaining, and refining TDNs, a single
generalized TDN is cheaper than hundreds or thousands or experiment -specific TDNs.
Iiven in the current development to automate TDN generation, the planning knowledge
base must be constantly updated and verified. Fewer generalized 'T'DNs are cheaper to
update and verify, andthus support imore efficient knowledge base maintenance.

Flexibility is another aspect of plan quality that has been a requirement in the
LM COA. I or instance, the support data for a particular experimentmay specify a
particular path through the THDN, however, the operator has the flexibility to alter
this pathiin rea-tlill)c. The TDN and LMCOA must be able to handle these real-time
changes. Some of the changes that the operator can make to the TDN arc skipping
blocks, deleting commands in blocks, adding commandsin blocks, and editing time tags
on blocks. It may also be necessary (or desirable) for anoperatorto reorder blocks. For
example, some TDN blocks cannmot execute in parallel duc to resource conflicts. The
ordering of such blocks can often affect plan quality by making a plan more robust or
more cflicient, depending on the particular antenna operation and current track status.
If a better ordering is known prior to TDN generation, this information can be input
to the planning system which will incorporate it into the final TDN. However, these
ordering constraints inay often be best determined at runtime by the operator.

Thereare also standard blocks that, may he inserted into THDNs at. various points
(such as transinissi on rate changes, ete.). If such commands are exccuted in the middle
of aninflexible TDN, it may not be possible to continue execution. Depending on the
steps inserted, preconditions, postconditions, and time tags of other blocks may become
invalid. FFlexible TDNs that allow for the insertion of common steps while still retaining
their applicability are greatly valued.

IFinally, the plan representation must be expressive in order to provide robustness;
however, an expressive representation usually increases an applicat ion’s complexity and
often results ina loss of generality. In the LMCOA application, the TDN representation
was initially kept extremely simple, althoughit did include parallelism. As the intrica-
cies of a particular domain’s procedure lyecame evident, more expressive representations
were required. Constructs such as loops, metric titne, and actions with temporal scope
wercadded. As a prototype, the LMCOA becamne more complicated and very specific
to a particular TDN. For example, a “loop until time” construct was required where
the actions in the loop would be executed until a pre-specified time occurred. At that
time, exccution of the loop would continue until a pre-specified exit point had been
reached where theloop could be safely exited. This actually caused the exit, time of the
loop to be after the time specified in the looping constiuct. The alternative of abruptly
exccuting the loop at a particular time is not always acceptable. Such a construct was
necessary for one particular TN, however, it may not be as applicable to other TDNs.

Lesson 1 Current plan representations arce impoverish ed; planning represent alions
need to be able Lo represent many aspects of plans oth er than goal a chievement, (c. g.,
plan quality) such as: MVDP-image quality, resource usage (e.g. , disk usage), exccution
time, g encrality, flexibility, and robustness.



4  Opcrational Contexts

Several of the diflicult aspects of the MW’ and LMCOA applications relate to what
we call the operational context of the application]] system. In planning rescarch, the
planning problemn typically is characterized as a batcl 1 problem,where the inputs and
outputs of the systemn are carefully specified, and the planning system must produce a
complete solution without user intervention. Inthe real world, this is rarely possible.
Commonly the solution produced by the planner must be verificd and applied with
some Inunan intervention. This has strong ramifications for the plan produced by the
planming system - it must be understandable and modifiable by the user. In some cases
the operational context is much more demanding - the actual plan gencration process
will have to he an interactive mixed-initiative process. °

4.1 Operational Conteats and MVP

Inthe MVY application, plans may be formed which require user inputs. For example,
MVDP may need to construct plans which involve determination of tiepoints between
overlapPINg images (liepoints arc common reference oints which appear in adjacent
images and alow determination of points ononeimage dative to the other). In sonic
cases the tiepoints can be determined automatically, but in other cases analyst inter-
vention may be required to produce a high quality image. If the user specifies a pattern
of goals which requires user interaction, MVP must produce a plan which contains ap-
propriate interaction points. Fortunately, so far in the MVDP domain encoding, wc have
heen able Lo structure these points as simple loops, where the user can redo certain
steps untilthey are satisfied with the end result. Furthermore, there are occasionally
program parameters which may need to be adjusted by human analysts in a subjective
fashion after inspecting the final image. Inother more rare cases, the analysts inay
need to modify the produced image processing scripts to add further processing steps.
Thus, because analysts must be able to modify MVP output, it is key that human
analysts be able to understand and interpret MVP generated plans. In order to fulfill
this requirement, MV 1’ uses a hicrarchical task network (HTN) planning component,
to produce an abstract plan to solve a problem. This abstract plan is annotated with
[ligh-level comments generated during the plan constiuction process. These comments
detail at a conceptual level why MVDP decomposed the problem in the manner it chose
and which higll-level goals arc being attacked in which portion of the plan. This anno-
tation greatly assists the analysts in understanding the structure of’” the produced image
processing plans. At a lower level, the plan dependency structure itself canbe used to
explain the plan. This structure can be used to explain why certain image processing,
steps arc needed, why certain paramcters were set, to the values used, or why image
processing steps occur in the produced ordering®. M ore generally, planning systems
needto 1heable to interact more gracefully with users and produce more understandable
results (see[Arpal994, Ferguson1 994]). *

#For amore detailed discussion of these i1SSUES sec[Arpal 994].
Jor further discussion on the relative merits of HTN and operator-based plamming  gee

[Drummond 1994, Kambhampati1994].




4.2 Operational Contexts and LMCOA

The LMCOA application has to deal with several aspects of the operational context
that aflect planning: the domain is asynchronous, real-tlime, andinteractive. By asyn-
chronous we mean that the effects of au action cannot be immediately observed and
it may not have its intended effect. This affects the execution of the plan by forcing
the LMCOA t{o monitor the state of the devices to which the pl an’s control actions
have heen sent. 1t must be able to recognize whether t he action had its intended effect,
and it must be able to deal with situations where the action had no effect a al or an
unintended effect. For instance, an action may be sent to a device and there mnay be
no response indicating that the action was received anid executed. The LMCOA must
take a corrective action once a time limit has passed and it has not been able to verify
that the eflect has occurred. More generally, a planner often nust explicitly consider
execution monitoring and verification of successful goal and subgoal achievement as an
aclive task.

The LMCOA domain is real-tilnc inthat there arc temporal constraints on tile
achicvement of aplan’s goals, which forces t he 1,M('OA to continually monitor the
plan’s execution status as well as progress toward achieving the plan’s goals. As previ-
ously indicated, thctemporal constraints of the domain have to be taken into account
when making decisions about re-planning after a plan failure.

The LMCOA domain is interactive, mcaning that the plan isnot simply executed,
rather, it is often necessary to re-plan or otherwise compensate for an interaction with
the plan or the environment during its execution. Many external events may interrupt
a plan’s exccution. For example, a TDN block may fail to achicve its effects during
its execution; a subsystem may fault during precalibration; additional services (such as
telemetry, commanding, or ranging) may be added in during execution; equipment may
be rgurowpt dueto external requests; or the human operator may intervene by adding or
deleting steps in the TDNs. Such interaction with external events 1 equires the planning
systemto have the ability {ore-planupon these external events or failures.

The re-planning component needs to deal with the following issues in the DSN
operational contexts:

(1) Re-planning requires knowledge that is usually not represented in the TDNs.
For cach execution failure of a block, there is a series of specific corrective actions that
the operator takes to repairthe failure. Bul since there can be hundreds of blocks, it is
not practical to hand-code in the repair mechanisms for cach specific block. A general
framework for representing repair knowledge is desirable.

(2) There is a tradeofl in tile granularity level used to represent the TDN blocks.
The Dlocks arc ihe lowest, level primitives that the planner reason about, cach block
may contain tens of directives (commands).  Sometimes during an execution failure,
instead of re-executing a whole block, it is possible to only re- execute a subset of
all the directives in the block, so that the total exccution time may IX: shortened.
To capture this plan repair knowledge, we can break a block downto anumber of
blocks, but then the planmer mmust recason at a lowci level of abstraction. This inay
result in @ less maintainable knowledge base for the planner and degraded planner
performance (planning speed). This tradeoff is similar to the gencrality issue for plan
quality discussed inscection 3.1,

(3) Actions take time. If the recovery actions take an extendedamount of time, there
may not be cnough time to perform a planned equipient perforiance test as well as
starting the acquisition) of data at the required time. In this case, a tradcofl must be




evaluated . Yor exan 1 ple, should the data be captured without doing the performance
test? Or would the data be useless without the performance test?

(4) Once corrective actionsare taken, or the operator’s intervention has been com-
pleted, the LMCOA must be given the command to continne execution of the TDNin
the new context. The preconditions of the blocks in the original TDN that have not
yet been executed may have changed. What actions are necessary inorderto satisfy
these preconditions?

(5) During execution, some subsystems may be removed due to competing requests.
Usually, these subsystems arc not needed any more by the task , and arc requested to
be used by other tasks. What is the proper way to remove the cquipment from the
system? 1 low do wce unlink it with other subsystems?

(6) The state of thesubsystems has a large amount of information. Although in
principle, al relevant state information can be inferred by an expert operator, practice
often deviates from this standard. How dots planning systeni help the operator attend
to failures ?

When examining the above sample issues that arise from the operational context
of LMCOA, wc sce that a fully functional operational system requires the ability to
integrate planning, execution, and re-planning, rather than simpl y just do one-pass
(batch) planning,.

Lesson 2 Planners must fit inio the operational context of the application. Most
planning lasks ivolve user interaclion - ibis requires that planners generate plans that
the user can understand and modify. In sonic casesthe user musl be able o insert
aclions during cxecculion wnth 11)(¢: plan recovering an d reswning cxecution. In other
cases the usct may need Lo interact with the pla nner during plan construction. Planners
must also often operate in environments which arc asynchronous a nd 1-mi- fame.

5 Knowledge Acquisition and Knowledge Base Maintenance

One of the key elementsin determining the feasibility of ficlding aplanning application is
an assessinent of theamount of effort and expertise required to construct the knowledge
base and update and maintain the planning knowledge base. This has been particularly
true inour experiences with the LMCOA and MV 1 ’applications. As a result, wc
have expended considerable effort in customizing the knowledge representations used
for these applications and developing tools to facilitate knowledge base development
and maintenance. While considerable work has beenr done in klJow’ledge acquisition
environments, this work has not focused on the specialized planning representations
(task reduction rules and operators) and constraints (ordering, codesignation, etc.).

5.1 IKnowledge Acquisition and Maintenance in MVDP

In the MVD application, knowledge is represented in the followi ng forms: task decom-
position rules for reducing high- level tasks or goalsinto lower level tasks and goals,
planning operators, gyntaxrules for generating correct syntax W CA 1R programs from
image processing plans, and rules for generating the initial state from database label
in formation. While the knowledge base is of only moderate size (as of 12/94: approxi-
matcly 60 planning operators, 50 decomposition rules, tracking about 70 file attributes),
since 1 Hecoming operational in 5/95, the vast majority of the project effort has been
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(almost,]full-timo1’01'3011)-111 the MVP application, we have developed two types of
tools to assist in knowledge base development and maintenance. Static analysis tools
analyze the knowledge base to detect simple cases where goals canmot be achieved.
These cases arc flagged and the user notified of thesc pathological cases. Completion
analysis tools allow the user o detect cases where plans were alimost able to be com-
pleted, but a certain subgoal could not be achieved or a certain protection could not
be enforced. Completion analysis tools allow the user to quickly focus his attention on
a specific portion of the knowledge base. These tools are described in further detail in
[Chien 1994D). These knowledge enginecring tools arc essential to providing a software
lifecycle cost competitive with other software automation alternatives. Initial efforts by
image processing personnel to automate VICAR processing by w iting extremely gen-
cral VICAR seripts for general problemn classes. However, manual generation of scripts
is expensive in both expertise and effort - duc to the knowledge required to gencrate
scripts and the many problem types. Additionally, maintaining these seripts isa time
consuming task requiring significant VICAR expertise. Subsequent eflorts involved tile
application of rul(:-based expert systems tech nology to automate VICAR procedure
generations. This approach encountered problemnsin scaling up ducto the difficulty of
developing a modular, maintainable knowledge base. 1 °lanning techuology oflers an al-
ternative superior to manual script generation in that representation of general W CAR
knowledge can allow automatic generation of scripts to fill a wide range of requests.
Additionally, the planning knowledge representation is a natural match for the VICAR
procedure generation task and encourages modularity and explicit representation of
dependencies.

5.2 Knowledge A cquisition and Maintenance in LMCOA

Knowledge represented in the LMCOA application includes '] ON 1 )lock in formation
(preconditions, postconditions, related TDN blocks (predecessors and successors), di-
rectives), T'DNs themsclves, hierarchical task reduction rules to indicate which opera-
tions procedures arc relevant for particular antenna passes and equipment assignients,
and subsystem models (to track antenna subsystemn state via event status notices from
the subsystems and issued directives). Because of the complexity of these representa-
tions, theprocess of building the knowledge bases to represent a single TDN is manual
and tedious. 1o date 7 TDNs have been constructed; these TDNs include from 21 to 73
blocks, and contain over 100 directives. Kach TDN might involve models of 3-7 subsys-
tems. Several tools are under development to assist in the acquisition and maintenance
of the plan knowledge base (for more details see[Hillet al. 1994]). A TDN author-
ing tool is being developed to automate the specification of TDNs. Developers as well
as opcerations p ersonnel will be able to graphically specify the TDN and its contents.
‘1’ 1ONs can be composed from parts of existing T1DNs and libraries of actions at theleast.
A databasc will efliciently store a complete specification of a TDN as part of a TDN
library. The same database will serve as a central repository for the TDN in the 1L M-
COA, thus simplifying the LMCOA implementation. In addition, the TDN authoring
tool will include the capability to verify certain aspects of the TN such as incompat-
ible block ordering based on pre- and post-condition constraints of blocks. This TDN
database will also alow TN developers to quickly and easily access TDN information
related to the TDNs, blocks, subsysteins, and directives being modified. For example,
when constructing anew TDN block, the developer will be able to easily access other



blocks comtaining the same directives as wc]] as access other blocks affecting the same
subystem state variables as the current block. The knowledge engincering effort for
the LMCOA prototype is described inmore detail in [Fayyad 1 993]. 1 3esides the ‘J] ON
authorin g tool, two other tools, RIDISS and REIBUS, are being developed and used for
knowledge acquisition. The RIDES simulation authoring too] kit [Munro ct al.1993] is
used to capture device models of the communications link equipment and  subsystems.
Besides using these models inthe planner, the simulator also permits us to test the
LMCOA’s ability to cope with the opcrational context issues described in the previous
scction. RIEBUS, which stands for Requirements Envisioning By Utilizing Scenarios,
[Zorman 1 995] is used to capture knowledge about the domain by using different sce-
narios to provide contextual information nceded for planning. Thisprovides us a way
to understand how the subsystems controlled by the LMCOA actually work and how
to control them under both normal and anomalous conditions. Another method being
considered for automating 1 SN antenna operations is theuse of a library of generd]
purpose scripts. We feel that the general TDN/plancpresentation can offer automa-
tion of a wider range of antenna operations tasks. Additionally, we helieve that, explicit
representation of dependencies among operations procedures will facilitate maintenance
of this knowledge base and alow for usc of the knowledge base for other purposcs such
as documentation and training. 1 lowever, development of tools to facilitate in knowl-
edge acquisition], verification, andmaintenance to reduce the planning system software
lifecycle costs are of prime importance. These requirements are likely to require algo-
rithms and techniques specialized to the particular representations used by MVP and
[, MCOA.

Lesson 3 Planning systems must have reduced soflware lifecycle costs as compared
Lo other m cans of automation such as scripts or rule-based systems. Development of in-
telligent knowledge acquasition, verification, and debugging tools for planning knowledge
bases 1s essential.

6 Summary

We have described a number of issues which complicate the application of planning
technology to real-world problems. While we have described these issues in the context
of two planning projects at JPL: MVDP - a plauning system for automated generation
of image processing procedures; and LMCOA - an intelligent systein for assistance in
antenna operations, these issues arc general issues applicable to other application areas.
First, we described iow existing planning representation must be enhanced to represent
andrcasonabout aspects of plans besides goal achicvement - resource usage, quality,
exccution time, flexibility, and generality. Second, planning systernsmust be able to
fit into a wide range of opcrational contexts. Most, importantly, most planning tasks
cannot. 1he completel y automated, therefore at @ minimum the plans produced must be
easily understandableand modifiable by the users. Insome cases the user must be
intimately involved in the plan construction process itself. Third, planning systems
must be able to compare favorably interms of softwarc lifecycle costs to other means of
automation such as scripts or rule-hml expert systems. This means that development,
of intelligent tools and environments to facilitate knowledge acquisition, validation, and
maintenance arc of p rimeimportance. We hope that our description and clucidation of
these issues will lead 1o increased work inthese areas.
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